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Abstract

Relative pose estimation provides a promising way for
achieving object-agnostic pose estimation. Despite the suc-
cess of existing 3D correspondence-based methods, the re-
liance on explicit feature matching suffers from small over-
laps in visible regions and unreliable feature estimation
for invisible regions. Inspired by humans’ ability to as-
semble two object parts that have small or no overlap-
ping regions by considering object structure, we propose
a novel Structure-Aware Correspondence Learning method
for Relative Pose Estimation, which consists of two key
modules. First, a structure-aware keypoint extraction mod-
ule is designed to locate a set of kepoints that can represent
the structure of objects with different shapes and appear-
ance, under the guidance of a keypoint based image recon-
struction loss. Second, a structure-aware correspondence
estimation module is designed to model the intra-image
and inter-image relationships between keypoints to extract
structure-aware features for correspondence estimation. By
jointly leveraging these two modules, the proposed method
can naturally estimate 3D-3D correspondences for unseen
objects without explicit feature matching for precise relative
pose estimation. Experimental results on the CO3D, Obja-
verse and LineMOD datasets demonstrate that the proposed
method significantly outperforms prior methods, i.e., with
5.7◦ reduction in mean angular error on the CO3D dataset.

1. Introduction
Object pose estimation aims to estimate the 3D translation
and 3D rotation of an object from a single image. It plays
a crucial role in many real-world applications such as aug-
mented reality (AR) [2, 26], robotic manipulation [27, 44,
45] and autonomous driving [4, 9], drawing increasing at-
tention in recent years. Early works [12, 13, 41, 46] mainly
focus on instance-level pose estimation, where the model
is trained to estimate the pose for a specific object. How-
ever, these methods cannot generalize to other objects. Con-
sequently, the category-level pose estimation [42] is intro-
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(d): Our Method
(a): Relative Pose Estimation

Figure 1. a) Task depiction. Predict the relative pose ∆R be-
tween the query and reference images. b) 2D correspondence-
based methods extract keypoints to conduct 2D-2D matching for
pose estimation. c) 3D correspondence-based methods lift 2D
features into 3D voxel features and conduct 3D-3D matching for
pose estimation. d) Our method bypasses the feature matching
and directly regresses 3D correspondences for pose estimation.

duced, where the model is trained to estimate the pose for
different instances within the same category. Nevertheless,
they can hardly generalize to unseen objects of other cate-
gories, limiting their application potentials.

To further improve the generalization ability, recent
works [19, 48, 49] have shifted towards relative pose es-
timation for unseen objects. It requires only a single refer-
ence image of a novel object to estimate the poses of new
images, as shown in Figure 1 (a), providing a promising
way to achieve object-agnostic pose estimation. Existing
relative pose estimation methods can be broadly categorized
into three types, 2D correspondence-based methods [33,
36], hypothesis-and-verification-based methods [19, 48, 49]
and 3D correspondence-based methods [49, 50]. 2D
correspondence-based methods [33, 36] extract keypoints
directly from two images and compute the relative pose
based on keypoint matching. However, as shown in Figure
1 (b), these methods suffer from small overlapping regions
caused by large pose variations, making it difficult to estab-
lish reliable correspondence. Hypothesis-and-verification-
based methods [19, 48, 49] sample a large number of pose
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hypotheses and then evaluate the score of each hypothesis
through global feature matching or score regression. Nev-
ertheless, these methods rely on a discrete sampling pro-
cess and fail to adequately model the continuous pose space,
which can only account for coarse pose estimation. More-
over, the verification of numerous pose hypotheses incurs
significant computational costs. 3D correspondence-based
methods [49, 50] lift 2D features into 3D voxel features
and then conduct 3D-3D matching to estimate the pose, as
shown in Figure 1 (c). Notably, these methods can establish
correspondences even in invisible regions, showing promis-
ing potential. However, it’s difficult to infer 3D features of
invisible regions from 2D surface features without extra in-
formation, resulting in unreliable 3D matching for invisible
regions. Moreover, dense 3D-3D matching process incurs
high computational costs due to the cubic complexity.

Different from existing methods that rely on explicit fea-
ture matching, we take inspiration from how humans as-
semble two object parts that have small or no overlapping
regions. As shown in Figure 1 (a), the query and reference
images represent the front and back of a suitcase, with only
a small overlap at the top. By considering structural details
like shape, the position of the handles, and the color pattern,
we humans can intuitively infer how these two parts should
be assembled to form a complete suitcase. This process
of mentally assembling parts is actually akin to determin-
ing their relative pose. Inspired by this intuitive assembly
process, we design a framework that leverages such object
structural details to map keypoints from the query image
into the reference 3D coordinate space, thus naturally es-
tablishing 3D-3D correspondences without explicit feature
matching, as illustrated in Figure 1 (d). Nevertheless, it is
non-trivial because of the following challenges: (1) How
to represent the structure of each object part. To reason
how object parts in query image and reference image should
be assembled, the model must understand the structure of
these object parts. However, different objects or object parts
captured in different views often exhibit significant varia-
tions in appearance and shape, making it challenge to design
a method that can handle these situations well. (2) How
to extract structure-aware features for correspondence
estimation. While humans can naturally assemble two ob-
ject parts with complementary structures, it’s non-trivial for
the neural network. To accurately map points in the query
image into the reference coordinate space, it is crucial to
encode the structure information of parts in query and ref-
erence image into the point features.

Based on the above discussion, we propose a Structure-
Aware Correspondence Learning method for Relative Pose
Estimation, which consists of a structure-aware keypoint
extraction module and a structure-aware correspondence es-
timation module. Our key insight is to represent the struc-
ture of different parts through a set of keypoints and extract

structure-aware keypoint features for correspondence esti-
mation. The structure-aware keypoint extraction mod-
ule is designed to locate a set of sparse keypoints that can
well represent the structure of different object parts. Specif-
ically, to deal with the significant shape and appearance
variations, we use a set of learnable queries to interact with
image features to produce image-specific keypoint detec-
tors. We first compute similarities between keypoint de-
tectors and image features to generate keypoint heatmaps,
from which keypoint coordinates and features are derived.
To guide the learning of the keypoint extraction module, we
design an image reconstruction loss by constraining key-
point features and coordinates to reconstruct the image. The
intuition behind this loss is that if these keypoints represent
the object structure well, the model can recover the orig-
inal image from them. The structure-aware correspon-
dence estimation module is proposed to extract structure-
aware keypoint features for correspondence estimation. To
incorporate intra-image structure information, we use the
self-attention mechanism that integrates relative keypoint
positions to aggregate features from other keypoints in the
same image. To incorporate inter-image structure informa-
tion, we apply the cross-attention mechanism to aggregate
keypoint features from the other image. Consequently, the
extracted structure-aware keypoint features enables the net-
work to perceive how the object parts in two images should
be assembled, which can facilitate the correspondence es-
timation. Given these structured-aware keypoint features,
we lift 2D keypoints to 3D space within the query coordi-
nate system and regress their corresponding 3D coordinates
within the reference coordinate system to establish 3D-3D
correspondences. Finally, we estimate the relative pose with
3D-3D correspondence by employing a weighted Singular
Value Decomposition, ensuring end-to-end optimization.

In summary, our contributions are as follows:
• We propose a novel structure-aware correspondence

learning method for relative pose estimation, which can
establish robust 3D-3D correspondence without explicit
feature matching.

• We propose two key designs, a structure-aware keypoint
extraction module that can well represent the structure of
different object parts, and a structure-aware correspon-
dence estimation module that can help the keypoints to
aggregate structure-aware features for robust correspon-
dence estimation.

• Experimental results on three challenging datasets,
CO3D [30], Objaverse [6] and LineMOD [14], demon-
strate the state-of-the-art performance of our method.

2. Related Work
2.1. Instance-Level Object Pose Estimation
Instance-level pose estimation methods [12, 13, 41, 46]
predict the 6D pose of specific known objects by lever-



aging CAD models. Recent approaches include corre-
spondence, template, voting, and direct regression meth-
ods. Correspondence-based methods [18, 29, 47] estab-
lish matches between inputs and CAD models, then esti-
mate pose via PnP [7] or similar algorithms. Template-
based methods [17, 37] match inputs to pre-defined tem-
plates, treating pose estimation as a matching problem.
Voting-based methods [24, 39] aggregate votes from pix-
els or points, either by keypoints or direct pose prediction.
Regression-based methods [8, 22] directly predict 6D poses
from images or depth data, simplifying the pipeline. Al-
though effective for known objects, these methods struggle
to generalize to unseen objects.

2.2. Category-level Object Pose Estimation
To extend pose estimation beyond specific instances, re-
searchers have developed category-level methods [20, 21,
23, 31, 32, 38, 42] for estimating object poses within prede-
fined categories without CAD models. These methods fall
into two categories: shape prior-based and shape prior-free.
Shape prior-based approaches [20, 38, 42] utilize CAD-
derived priors for alignment or direct regression of poses.
In contrast, shape prior-free methods [5, 21, 23, 31, 32] re-
move reliance on priors, learning features directly from in-
put data to estimate poses. Although category-level meth-
ods improve generalization over instance-specific methods,
they still struggle to generalize to unseen categories.

2.3. Relative Object Pose Estimation
To enhance the generalization of pose estimation, recent
work [19, 48–50] has focused on relative pose estima-
tion for unseen objects. Unlike instance-specific methods,
these approaches require only a single reference image of a
novel object to estimate the relative pose of image, making
them highly suitable for applications where data acquisi-
tion is costly. Current methods can be broadly categorized
into three types: 2D correspondence-based methods [25,
33, 36], hypothesis-and-verification-based methods [19, 28,
48, 49], and 3D correspondence-based methods [49, 50].
2D correspondence-based methods [25, 33, 36] establish
correspondences between keypoints from both images and
use these to compute relative pose. Learned feature-based
approaches like SuperGlue [33] and LoFTR [36] have
achieved robustness in feature matching under moderate
viewpoint changes and lighting variations. However, with
only a single reference image and substantial viewpoint
differences, these methods struggle due to their sensitiv-
ity, significantly affecting accuracy [48, 49]. Hypothesis-
and-verification-based methods [19, 28, 48, 49] mitigate
these challenges by generating multiple pose hypotheses
over the rotation space and evaluating them through sim-
ilarity networks, as in RelPose [48] and RelPose++ [19].
While effective in handling larger viewpoint differences,

these methods require extensive sampling and verification,
resulting in high computational costs that restrict their suit-
ability for real-time applications. As an alternative, 3D
correspondence-based methods [49, 50] lift 2D features into
3D voxel features and then conduct 3D-3D matching to es-
timate the pose. For example, DVMNet [50] uses lifted
3D voxel features to facilitate matching even in invisible
regions. However, it’s difficult to infer 3D features solely
from 2D surface image features, which leads to unreliable
3D matching. Moreover, the dense 3D-3D matching incurs
high computational costs due to the cubic complexity.

3. Method

3.1. Overview
We tackle the problem of estimating the relative pose be-
tween a query image and a reference image belonging to
previously unseen object categories. Specifically, we de-
note the set of object categories available during training
as ωtrain and the set of categories used during testing as
ωtest, where ωtrain ∩ ωtest = ∅. This setup introduces sev-
eral key challenges, including significant viewpoint vari-
ations between the images, minimal overlapping regions,
and the generalization to novel object categories. Since the
translation component of 6D pose can be reliably estimated
through existing 2D detection techniques [11, 16], we focus
on addressing the more challenging 3D rotation estimation,
which is the same with the mainstream methods [48–50].

The framework of our method is shown in Figure 2 (a).
Given the query image Iq and the reference image Ir, we
first employ a shared feature extractor to obtain feature
maps Fq and Fr. These feature maps are subsequently
passed through symmetric attention blocks [40] to enhance
the image features mutually. Afterward, we use the pro-
posed structure-aware keypoint extraction module to extract
keypoints independently from each image. Then, by lever-
aging our proposed structure-aware correspondence estima-
tion module, we facilitate both intra-image and inter-image
feature interactions for the keypoints extracted from the
query image, enabling structure-aware feature aggregation.
With these updated keypoint features, we lift 2D keypoints
to 3D space and regress their corresponding 3D coordinates
within the reference coordinate system. Finally, based on
the established correspondences, the relative rotation ∆R
is obtained via a weighted Singular Value Decomposition
(wSVD) algorithm [3].

3.2. Feature Extraction
We first utilize a pre-trained backbone [43] to extract image
features from both the query and reference images, yield-
ing feature maps Fq,Fr ∈ RH×W×C . These feature maps
are then processed through a two-step attention mechanism
with Multi-Head Self-Attention (MHSA) and Multi-Head
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Figure 2. a) Overview of the proposed method. b) Illustration of the Structure-Aware Keypoint Extraction module. We initialize a set
of learnable queries that interact with image features to extract keypoints representing the object’s structure. And we further employ a
reconstructor and Lrec for supervision of keypoints extraction. c) Illustration of the Structure-Aware Correspondence Estimation module.
We employ ROPE and an attention mechanism to extract structure-aware features for 3D correspondence estimation.

Cross-Attention (MHCA) layers to update features:

F̃(l−1)
q = MHSA(F(l−1)

q ) + F(l−1)
q ,

F(l)
q = MHCA(F̃(l−1)

q ,F(l−1)
r ) + F̃(l−1)

q .
(1)

The same operations are performed for Fr. Unlike previous
works [49, 50], the parameters in the MHSA and MHCA
modules are shared across the query (q) and reference (r)
images, ensuring consistency between the learned features.
After L layers of such interactions, we obtain the final fea-
ture maps F(L)

q and F
(L)
r .

To suppress the influence of background features, we ap-
ply a lightweight mask predictor to obtain an object mask to
refine the feature maps. Formally, the mask Mq and Mr are
derived from F

(L)
q and F

(L)
r , respectively:

Mq = g(F(L)
q ),

Mr = g(F(L)
r ).

(2)

We use binary cross-entropy (BCE) loss and ground truth
masks to compute the mask prediction loss as follows:

Lmask = BCE(Mq,M
gt
q ) + BCE(Mr,M

gt
r ) (3)

The final feature maps are obtained by element-wise multi-
plication with these object masks, effectively retaining only

object-relevant features and reducing interference from the
background:

F′
q = F(L)

q ⊙Mq,

F′
r = F(L)

q ⊙Mr.
(4)

3.3. Structure-Aware Keypoint Extraction
As introduced in Section 1, a key challenge is how to effec-
tively represent the structure of object parts, as they often
exhibit significant variations in appearance and shape. To
address these issues, we propose the structure-aware key-
point extraction module to adaptively select keypoints with
structural significance, as illustrated in Figure 2 (b).

In the following, we use the query image as an exam-
ple to illustrate the keypoint detection process. Specifi-
cally, we initialize a set of learnable queries, denoted as
Q ∈ RNkpt×C , where Nkpt is the number of keypoints, and
C is the feature dimension. To convert the this queries into
image-specific keypoint detectors Q̃q , we again use the at-
tention mechanism to update these queries with the image
features, so as to adapt to the content of different images.

Q̃q = MHCA(Q,F′
q) +Q. (5)

Next, we compute the similarity between these image-
specific keypoint detectors and the image features, gener-



ating keypoints heatmap Hq ∈ RNkpt×H×W :

Hq = softmax
(
Q̃q · F′

q
⊤
)
. (6)

After that, we derive the spatial coordinates and the
corresponding features for all keypoints by performing a
weighted averaging based on the heatmap Hq:

Xkpt,q =

H∑
h=1

W∑
w=1

Hq(h,w) · (h,w), (7)

Fkpt,q =

H∑
h=1

W∑
w=1

Hq(h,w) · F′
q(h,w), (8)

where Xkpt,q ∈ RNkpt×2 denotes the spatial coordinates of
all keypoints, and Fkpt,q ∈ RNkpt×C denotes their corre-
sponding features. However, without explicit constraints,
the extracted keypoints often cluster within limited regions,
reducing their effectiveness in capturing comprehensive
structural information of the object part. To address this,
we introduce an image reconstruction loss that drives key-
points to cover semantically rich regions of the object by
reconstructing its foreground solely from the keypoint fea-
tures and coordinates.

Îq = f(Xkpt,q,Fkpt,q), (9)

where f(·, ·) is a lightweight decoder, and Îq denotes the
reconstructed query image. The reconstruction loss consists
of an L2 loss for pixel-wise similarity and a VGG-based
perceptual loss:

Lrec,q = λ1∥Îq − Iq∥22 + λ2

∑
l

∥ϕl(Îq)− ϕl(Iq)∥22, (10)

where ϕl(·) denotes the feature map from the l-th layer of
the VGG network [34], and λ1, λ2 are weighting factors.
The L2 loss ensures pixel accuracy, while the perceptual
loss maintains semantic consistency. By reconstructing the
image, we can optimize keypoint distribution end-to-end,
ensuring these keypoints cover semantically rich regions of
the object’s surface and enhance structural representation.

By applying the above process to both the query and ref-
erence images, we obtain structurally significant keypoints
that effectively represent the object’s structure.

3.4. Structure-Aware Correspondence Estimation
Given the 2D keypoint coordinates Xkpt,q , Xkpt,r and as-
sociated features Fkpt,q , Fkpt,r from both the query and
reference images, we extract structure-aware features to lift
2D keypoints to 3D space within the query coordinate sys-
tem and regress their corresponding 3D coordinates within
the reference coordinate system, establishing a set of 3D
correspondences for relative pose estimation.

Specifically, for keypoint features Fkpt,q ∈ RNkpt×C

extracted from the query image, we refine these fea-
tures using self-attention with rotational positional encod-
ing (ROPE) [35], enabling the keypoint features to perceive
the intra-image structure. Here, we denote the ROPE en-
coding as R(·), and ⊛ indicates the ROPE positional fusion
operation as used in the original method [35].

F̃kpt,q = MHSA(Fkpt,q ⊛R(Xkpt,q)). (11)

We then apply cross-attention to aggregate structure infor-
mation from reference image, where the refined keypoint
features from the query image act as queries, and the refer-
ence keypoint features are used as keys and values:

F̂kpt,q = MHCA
(
F̃kpt,q ⊛R(Xkpt,q), Fkpt,r ⊛R(Xkpt,q)

)
.

(12)
These attention mechanisms help capture intra- and

inter-image relationships, enabling the keypoint features for
robust 3D correspondence estimation. With the updated
keypoint features, we lift the 2D keypoints into 3D space
within the query coordinate system by regressing a pseudo-
depth value di,q for each keypoint:

di,q = MLPdepth(f̂i,q), (13)

where di,q denotes the pseudo-depth of the i-th keypoint in
the query image, and f̂i,q denotes the i-th keypoint feature
from the updated keypoint feature set F̂kpt,q . By concatenat-
ing this depth value with the corresponding 2D coordinates,
we obtain the 3D coordinates for each keypoint in the query
coordinate system:

x
(Q)
i,q = [xi,q, di,q] ∈ R3. (14)

The superscript (Q) indicates 3D coordinates in the query
system and subscript q indicates the keypoint extracted from
the query image. The notation (R) and r represent the ref-
erence correspondingly. Similarly, we estimate the corre-
sponding 3D coordinates for the keypoints in the reference
coordinate system using another MLP, which takes the up-
dated keypoint feature f̂i,q and corresponding 3D coordinate
in the query system as input:

x
(R)
i,q , ci = MLPref([f̂i,q, PE(x

(Q)
i,q )]), (15)

where x(R)
i,q denotes the estimated 3D coordinates of the i-th

keypoint in the reference coordinate system, and ci ∈ [0, 1]
denotes the confidence score of this keypoint. Based on the
3D coordinates of the same keypoints within both the query
and reference systems, we can naturally establish 3D-3D
correspondences, which helps determine the relative pose.
To ensure the accuracy of these correspondences, we pro-
pose a loss function that supervises the predicted 3D co-
ordinates. Specifically, the ground truth 3D coordinates in



the reference system are computed using the ground truth
relative rotation matrix ∆Rgt:

x
(R)
i,q,gt = ∆Rgt · x(Q)

i,q . (16)

To align the predicted 3D coordinates x
(R)
i,q with these

ground truth values, we define the 3D keypoint loss Lpts
as follows:

Lpts =
1

Nkpt

Nkpt∑
i=1

(ci · ei,r − α log(ci)) , (17)

where ci denotes the confidence score of each keypoint, and
α is a hyperparameter controlling the influence of the con-
fidence score. The 3D keypoint error ei,r measures the dis-
crepancy between the estimated and ground truth coordi-
nates:

ei,r =
1

2

(
∥x(R)

i,q − sg(x(R)
i,q,gt)∥

2
2 + ∥sg(x(R)

i,q )− x
(R)
i,q,gt∥

2
2

)
,

(18)
where sg(·) denotes the stop-gradient operation. This sym-
metric loss penalizes deviations in both coordinate sys-
tems, ensuring the 3D coordinates x

(Q)
i,q and x

(R)
i,q are ac-

curately estimated, ultimately leading to reliable 3D corre-
spondences.

3.5. Pose Estimation via 3D Correspondences
After obtaining the 3D keypoint correspondences, follow-
ing previous work [50], we employ a weighted Singular
Value Decomposition (wSVD) approach to solve the rela-
tive rotation ∆R:

∆R = argmin
R

Nq∑
i=1

ci∥x(R)
i,q −Rx

(Q)
i,q ∥22, (19)

where x(R)
i,q and x

(Q)
i,q are the 3D coordinates of the i-th key-

point in the query and reference coordinate systems, and
ci denotes corresponding confidence score estimated ear-
lier. The optimization seeks the rotation matrix ∆R that
best aligns these two sets of 3D coordinates.

To solve the minimization problem for estimating the op-
timal rotation matrix ∆R, we follow the approach of utiliz-
ing SVD method to derive the optimal alignment between
two sets of 3D keypoints, as used in prior works on point
cloud registration [1]. Specifically, we first compute the co-
variance matrix H using the query and reference 3D key-
points along with their confidence scores:

H =

Nq∑
i=1

cix
(Q)
i,q (x

(R)
i,q )⊤. (20)

We then perform Singular Value Decomposition (SVD) on
the covariance matrix H:

H = UΣV⊤. (21)

The optimal relative rotation ∆R is then obtained as:

∆R = VU⊤. (22)

To align the estimated relative rotation ∆R with the ground
truth ∆Rgt, we employ the L1 loss:

Lrot = ∥q(∆R)− q(∆Rgt)∥1, (23)

where q(∆R) and q(∆Rgt) denote the 6D representation
for ∆R and ∆Rgt introduced in [51].

3.6. Training and Inference Details
Our framework optimizes a combined loss function during
training, which includes the 3D keypoint loss Lpts, the re-
construction loss Lrec, the rotation loss Lrot, and the mask
loss Lmask. The total loss can be expressed as:

Ltotal = λ1Lpts + λ2Lrec + λ3Lrot + λ4Lmask, (24)

where λ1, λ2, λ3, and λ4 are hyperparameters controlling
the influence of each term. Additionally, during training,
both query and reference images are used symmetrically.
Specifically, the keypoints extracted from the reference im-
age are also used to obtain a set of 3D correspondences,
effectively providing additional training data that enhances
efficiency and robustness. During inference, the model ex-
tracts keypoints from both query and reference images, but
only regresses the 3D coordinates from the query image for
the relative pose estimation.

4. Experiment
Datasets. Following previous works [49, 50], we eval-
uate our method on CO3D [30], Objaverse [6] and
LineMOD [14], which are widely-used datasets for relative
pose estimation. These datasets include diverse synthetic
and real data across various object categories. The CO3D
dataset contains 18,619 video sequences spanning 51 cat-
egories. Following [30], we train on 41 categories and test
on 10 unseen categories to evaluate generalization. The Ob-
javerse dataset consists of synthetic images rendered from
3D models across diverse viewpoints. We select 128 ob-
jects for testing and reserve the remaining for training. For
LineMOD, we use calibrated real images of 13 household
objects. The test set includes 5 objects, which are excluded
from training to ensure complete separation.

Implementation Details. The Adam optimizer [15] is
employed with an initial learning rate of 2 × 10−4, which
decays by a factor of 0.1 every 200 epochs. The model is
trained for 400 epochs with a batch size of 80. All experi-
ments are conducted on 4 NVIDIA RTX3090 GPUs, taking
roughly 36 hours. Following previous works [19, 48–50],
we crop the object from the image by utilizing the ground
truth bounding box. Further details can be found in the sup-
plementary material.



Table 1. Performance comparison with state-of-the-art methods on CO3D, Objaverse, and LineMOD datasets. Here we denote 2D
correspondence-based methods as 2D, hypothesis-and-verification-based methods as H&V, 3D correspondence-based methods as 3D.

Method Type CO3D Objaverse LineMOD
mAE ↓ Acc@30◦ ↑ Acc@15◦ ↑ mAE ↓ Acc@30◦ ↑ Acc@15◦ ↑ mAE ↓ Acc@30◦ ↑ Acc@15◦ ↑

SuperGlue [33] 2D 67.2 45.2 37.7 102.4 15.1 12.1 64.8 26.2 14.3
LoFTR [36] 2D 77.5 37.9 33.1 134.1 9.6 7.7 84.5 24.2 13.5
ZSP [10] 2D 87.5 25.7 14.6 107.2 4.2 1.5 78.6 10.7 2.7
RelPose [48] H&V 50.0 64.2 48.6 80.4 20.8 6.7 58.3 26.1 7.0
RelPose++ [19] H&V 38.5 77.0 69.8 33.5 72.3 42.9 46.6 42.5 15.1
3DAHV [49] H&V 3D 28.5 83.5 71.0 28.1 78.6 58.4 41.7 61.5 29.9
DVMNet [50] 3D 19.9 85.9 62.3 20.2 81.5 57.2 36.8 55.1 23.8

Ours 3D 14.2 93.6 80.2 15.3 90.3 74.0 27.2 76.2 41.8

Evaluation Metrics. Following previous works [49,
50], we evaluate our model using two metrics: mean angu-
lar error (mAE) and accuracy under predefined thresholds.
The angular error θ between the predicted rotation ∆R and
the ground truth ∆Rgt is calculated as:

θ = arccos

(
Tr(∆R⊤

gt∆R)− 1

2

)
, (25)

where ∆Rgt and ∆R are the ground truth and predicted ro-
tation matrices, respectively. We also report accuracy as
the percentage of test samples with an angular error below
thresholds of 30◦ and 15◦.

4.1. Comparison with State-of-the-Art Methods
Table 1 presents a comprehensive comparison between our
method and state-of-the-art methods on the CO3D, Obja-
verse, and LineMOD datasets. Our method consistently
outperforms prior methods across all datasets and metrics.

Our approach significantly outperforms traditional 2D
feature-based methods, such as SuperGlue [33] and
LoFTR [36], primarily due to their inability to reliably
match keypoints under large pose differences and minimal
overlap areas. Furthermore, our method achieves supe-
rior results compared to hypothesis-and-verification-based
methods like RelPose [48] and RelPose++ [19]. These
methods rely on global features while ignoring local struc-
tural cues, and their use of discrete sampling limits their
ability to model the continuous pose space accurately.

Compared to the 3D correspondence-based methods,
such as DVMNet [50] and 3DAHV [49], our method
demonstrates substantial improvements. On the CO3D
dataset, our approach reduces mean angular error (mAE) by
nearly 6◦, and improves Acc @ 30◦ and Acc @ 15◦ by ap-
proximately 8%. These gains are primarily because it is dif-
ficult to infer reliable 3D features without extra information,
often leading to incorrect matches and unreliable 3D corre-
spondences . In contrast, our approach avoids the matching
process and directly regresses accurate 3D correspondences
using structural information.

Table 2. Ablation study on the effectiveness of the Structure-
Aware Keypoint Extraction module.

Setting mAE ↓ Acc@30◦ ↑ Acc@15◦ ↑ MACs(G)

Dense 15.52 92.65 78.20 55.26
Random 20.15 88.34 68.99 49.59
Keypoint 14.2 93.6 80.2 50.05

Our method also achieves state-of-the-art results on the
Objaverse and LineMOD datasets, which include a va-
riety of synthetic and real-world object categories. The
observed improvements in mAE and accuracy on these
datasets demonstrate that the proposed method can gener-
alize well to diverse conditions, providing a promising so-
lution for real-world applications.

4.2. Ablation Studies

In this section, we conduct ablation studies to demonstrate
the effectiveness of each design on the CO3D dataset.

Effects of the Structure-Aware Keypoint Extraction.
To evaluate the effectiveness of our Structure-Aware Key-
point Extraction module, we conducted ablation experi-
ments by replacing extracted keypoints with dense pixel
features or randomly sampled points. As shown in Table
2, our module consistently outperforms both alternatives
across all metrics. The results show that our keypoint ex-
traction module effectively captures object structure, even
with significant shape and appearance variations. In con-
trast, dense pixel features introduce irrelevant background
noise or insignificant features and incur high computational
costs, while random sampling lacks consistency in repre-
senting object structure. In summary, our method yields su-
perior performance with fewer Multiply-Accumulate Oper-
ations (MACs), demonstrating efficiency and effectiveness.

Effects of the Structure-Aware Correspondence Es-
timation. To evaluate the effectiveness of the proposed
Structure-Aware Correspondence Estimation module, we
conducted ablation studies by removing key components:
the self-attention and cross-attention mechanisms. These
components are crucial for modeling relationships between



Table 3. Ablation study on the effectiveness of the Structure-
Aware Correspondence Estimation module.

Setting mAE ↓ Acc@30◦ ↑ Acc@15◦ ↑
w/o Self 17.79 90.22 72.48

w/o Cross 18.53 89.38 70.99
Dense Reg. 19.37 88.51 65.17
Global Reg. 21.97 86.76 68.16

Ours 14.2 93.6 80.2

Table 4. Ablation studies on the mask loss and confidence score.

Setting mAE ↓ Acc@30◦ ↑ Acc@15◦ ↑
w/o Lmask 16.37 91.68 76.82

w/o confidence 15.58 92.02 77.41
Ours 14.2 93.6 80.2

Table 5. Ablation study on the number of keypoints.

Nkpt mAE ↓ Acc@30◦ ↑ Acc@15◦ ↑ MACs(G)

16 18.03 90.38 72.99 48.52
32 15.95 92.30 76.54 49.28
48 14.2 93.6 80.2 50.05
64 14.35 93.85 79.67 50.82

keypoints and extracting structure-aware features. As
shown in Table 3, without them, the network struggles to
capture intra- and inter-image structure, resulting in de-
graded correspondence estimation. Furthermore, to validate
the effectiveness of directly estimating 3D keypoints, we re-
placed this process with a relative pose regression. We eval-
uated two variations: averaging point-wise pose regression
and directly regressing the relative pose with global fea-
tures. As shown in Table 3, directly regressing 3D keypoint
coordinates is significantly more effective than regressing
the entire rotation matrix. By focusing on keypoint coordi-
nate regression, our method captures the underlying struc-
tural relationships between different parts of the object, ul-
timately resulting in more reliable 3D correspondence and
precise pose estimation.

Effects of Mask Loss and Confidence Score. As shown
in Table 4, both mask loss and confidence score estimation
play important roles in improving performance. The mask
loss helps the model focus on extracting foreground fea-
tures, while the confidence score measures the reliability of
the estimated 3D correspondences.

Effects of keypoint numbers. In Table 5, we show the
impact of the number of keypoints Nkpt. It can be observed
that as Nkpt increases, the performance improves, which
is attributed to the fact that more keypoints help in better
modeling the structure of the object. For balancing perfor-
mance gains against computational efficiency (measured in
MACs), we select Nkpt = 48 by default.

Reference Query LoFTR DVMNet Ours

Figure 3. Qualitative comparisons among LoFTR, DVMNet
and our method. We visualize the ground truth and predicted
arrows. Blue indicates ground truth and green indicates prediction.

4.3. Visualization

Qualitative Results. The qualitative results of LoFTR [36],
DVMNet [50] and our method on the LineMOD dataset are
shown in Figure 3. Specifically, we visualize the object pose
depicted in the query image. The query object pose is de-
termined as Rq = (∆R)−1Rr, where Rr denotes the ob-
ject pose in the reference image. The green and blue arrows
represent the visualization of Rq calculated from the predic-
tion and the ground truth, respectively. It can be observed
that our method demonstrates more accurate performance
compared to previous matching-based methods, especially
in cases where there are larger viewpoint differences be-
tween the query and reference images.

5. Conclusion

In this paper, we propose a Structure-Aware Correspon-
dence Learning method for Relative Pose Estimation.
Specifically, we introduce a structure-aware keypoint ex-
traction module to identify keypoints that can represent
the structure of objects with different shapes and appear-
ance. Furthermore, we propose a correspondence estima-
tion module that models relationships between keypoints
to extract structure-aware features, enabling robust 3D cor-
respondence regression without explicit feature matching.
Comprehensive experiments on three datasets demonstrate
the effectiveness of our method.
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Revaud. Croco v2: Improved cross-view completion pre-
training for stereo matching and optical flow. In Proceedings
of the IEEE/CVF International Conference on Computer Vi-
sion, pages 17969–17980, 2023. 3

[44] Bowen Wen, Wenzhao Lian, Kostas Bekris, and Stefan
Schaal. You only demonstrate once: Category-level ma-
nipulation from single visual demonstration. arXiv preprint
arXiv:2201.12716, 2022. 1

[45] Chaozheng Wu, Jian Chen, Qiaoyu Cao, Jianchi Zhang,
Yunxin Tai, Lin Sun, and Kui Jia. Grasp proposal net-
works: An end-to-end solution for visual learning of robotic
grasps. Advances in Neural Information Processing Systems,
33:13174–13184, 2020. 1

[46] Yu Xiang, Tanner Schmidt, Venkatraman Narayanan, and
Dieter Fox. Posecnn: A convolutional neural network for
6d object pose estimation in cluttered scenes. arXiv preprint
arXiv:1711.00199, 2017. 1, 2

[47] Sergey Zakharov, Ivan Shugurov, and Slobodan Ilic. Dpod:
6d pose object detector and refiner. In Proceedings of
the IEEE/CVF international conference on computer vision,
pages 1941–1950, 2019. 3

[48] Jason Y Zhang, Deva Ramanan, and Shubham Tulsiani. Rel-
pose: Predicting probabilistic relative rotation for single ob-
jects in the wild. In European Conference on Computer Vi-
sion, pages 592–611. Springer, 2022. 1, 3, 6, 7

[49] Chen Zhao, Tong Zhang, and Mathieu Salzmann. 3d-aware
hypothesis & verification for generalizable relative object



pose estimation. arXiv preprint arXiv:2310.03534, 2023. 1,
2, 3, 4, 6, 7

[50] Chen Zhao, Tong Zhang, Zheng Dang, and Mathieu Salz-
mann. Dvmnet: Computing relative pose for unseen objects
beyond hypotheses. In Proceedings of the IEEE/CVF Con-
ference on Computer Vision and Pattern Recognition, pages
20485–20495, 2024. 1, 2, 3, 4, 6, 7, 8

[51] Yi Zhou, Connelly Barnes, Jingwan Lu, Jimei Yang, and Hao
Li. On the continuity of rotation representations in neural
networks. In Proceedings of the IEEE/CVF conference on
computer vision and pattern recognition, pages 5745–5753,
2019. 6


	Introduction
	Related Work
	Instance-Level Object Pose Estimation
	Category-level Object Pose Estimation
	Relative Object Pose Estimation

	Method
	Overview
	Feature Extraction
	Structure-Aware Keypoint Extraction
	Structure-Aware Correspondence Estimation
	Pose Estimation via 3D Correspondences
	Training and Inference Details

	Experiment
	Comparison with State-of-the-Art Methods
	Ablation Studies
	Visualization

	Conclusion
	Acknowledgements

